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 Abstract: Dennett’s singular position on the status of beliefs and desires can be characteri
 sed by a negative claim: beliefs and desires are not necessarily internal states involved in 
 the aetiology of behaviour. Motivating this claim is the recognition of a class of belief / d
 esire assignments in which there is no explicit representation tokened in the system: we are 
 said to be dealing with ’inexplicit’, or ’tacit’ representation. But what exactly is ’tacit’ 
 representation? The problem is to find a naturalistic alternative to the account of beliefs a
 nd desires as internal content-bearing states, which will embrace this class of inexplicit re
 presentation, both supporting univocal assignments and granting these assignments explanatory
  bite. While everyone is familiar with Dennett’s ’Intentional Stance’ story, an alternative p
 osition is found to be compatible with, and indeed even suggested by his writings. An appeal 
 to biological teleology is made, normal conditions for proper functioning of behaviour being 
 said to be tacitly believed (in case there is no internal state purporting to coordinate beha
 viour with the presence or absence of those conditions), and normal telic outcomes of behavio
 ur said to be tacitly desired (again in case there is no internal state purporting to elicit 
 behaviour in the presence of appropriate conditions).  The concepts of belief and desire are 
 cast in terms of relational properties holding between an organism and states of affairs by v
 irtue of the possession of a trait with a certain function.
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 1. Fodor on Beliefs and Desires.
 
         Jerry Fodor claims that cognitive science will vindicate folk psychology through the
  following pair of implications:
 
         "For each tokening of a propositional attitude, there is a tokening of a correspondi
 ng relation      between an organism and a mental representation".
 
         "For each tokening of that relation, there is a corresponding tokening of a proposit
 ional    attitude".                                                      
                                                               (Fodor 1987:20)
 
         What does this mean? First that folk psychologists, you, me, or my next-door neighbo
 ur, have reasonably strong intuitions concerning the ontological nature of beliefs and desire
 s. The folk tools come with a folk manual and its folk glosses. A minimum commitment is thoug
 ht to be made to the existence of discrete internal states, which have semantic content, and 
 which make a causal contribution in the aetiology of behaviour. This much Fodor finds vulgar 
 to squabble about, says he. 
         Not only is this what we think beliefs and desires are, but this picture is what Fod
 or bets a mature cognitive science is going to back up, with a few technical refinements thro
 wn in. Fodor thinks for instance that the classical computer metaphor of the mind is suitable
 , with mental representations as syntactically well-formed concatenations of symbols with a c
 ombinatorial semantics, and that the ’attitude’ aspect of propositional attitudes will be ren
 dered by a causal-functional role of the sentence token, the fact, as Fodor puts it, that men
 tal representations occur in "belief boxes" or "desires boxes". These details are however spe
 cific to Fodor’s particular views concerning the proper treatment of a scientific vindication
  of folk psychology. They are only secondary to his more general claim that what the terms be
 lief or desire routinely pick out are internal representations of some sort, and that this is
  what we think they pick out.
         Now this very point is of course what Daniel Dennett has problems with. As he himsel
 f puts it "realism with regards to beliefs as ’discrete internal states’... has been my chief
  stalking horse" (Dennett pers. comm. in Bechtel 1985).  Indeed, leaving aside what Dennett t
 hinks we think beliefs and desires are, much of Dennett’s work is peppered with examples purp
 orting to show that we quite frequently and quite naturally fail to ground our belief / desir
 e attributions in existent thusly semantically interpretable internal states. Talk is of "pot
 entially explicit", "implicit", "emergent", or again "tacit" representation is popular here, 
 though, rather frustratingly however, it must be said that the discussion does tend to stick 
 to the anecdotal.
         Fodor of course isn’t impressed by the examples given. He has hedged his claims to t
 he effect that belief / desire attributions pick out relations to mental representations,... 
 except when they don’t. Basically, picking out internal, contentful, etc, states is what we s
 hould be doing. It is when, and only when, this happens that our attributions have explanator
 y bite.
         This point deserves some attention. The idea is that, in many scientific co-optation
 s of everyday terms, it turns out that the bearer of the properties crucial to our adoption a
 nd use of the term is in fact a member of a much narrower class than the one we were picking 
 out prior to scientific investigation. We had overextended the domain of application of the t



 erm. Fodor’s example here is water: we used to call a whole range of things "water", but now 
 we know better, or at least we know when to temper our qualifications with e.g. ’chemically i
 mpure’. The real bearer of those properties which, for example, enabled the whole thirst-quen
 ching business, is H2O. The "proper" applications of the term water thus involves chemically 
 pure samples of H2O. These are the "core cases", the rest are somehow "derivative". 
         Analogously, according to Fodor, what is really enabling our belief / desire based e
 xplanations to do the job they do is the presence of these internal, contentful, causally pot
 ent states in the system whose behaviour is being explained. Whatever does not refer to such 
 things is attribution manquee, and can have no explanatory relevance. 
         Fodor does maintain however that for the core cases, explicit representation is cruc
 ial. That is, if one were to somehow show that, for a given belief / desire attribution, some
  thusly contentful internal state could be seen to be picked out, and that content was not ex
 plicitly represented, he would be in trouble. "No Intentional Causation without Explicit Repr
 esentation" claims Fodor  (Fodor 1987: 25). I’m not quite clear here as to why he exposes him



 ve predictive or explanatory value (e.g. predicting similar behaviours in the face of a quest
 ion concerning the factuality of that proposition), seems to me a simple case of dispositiona
 l belief. The four men who implicitly believe that P behave the same way when faced with the 
 question ’is it the case that P’ simply because they can actually derive the logically implie
 d proposition, i.e. render it explicit, when adequately prompted. The justification for the r
 elevance of implicit representation in "Styles of Mental Representation" isn’t crystal clear 
 either. I suggest we suspend judgement until a clear example is provided and defended.
         The contention that we ground, e.g., belief attributions in implicit and potentially
  explicit information isn’t however the main thrust of Dennett’s arguments. The real key noti
 on is the idea of tacit representation. The main idea is that tacit representation is represe
 ntation that is never tokened in the system, nor is implied by explicit tokenings but neverth
 eless plays an explanatory role. As we shall see however, Dennett’s account is found guilty o
 f being rather woolly on two fronts (1) he gestures in the directions of many prima facie dif
 ferent types of candidates for tacit representation-hood without attempting to provide a syst
 ematic account, in his own words, "the critical term, ’tacit’, still has been given only an i
 mpressionistic, ostensive definition" (Dennett 1982) (2) more seriously, he doesn’t make clea
 r what the attitude relations between these tacit representations and the system that represe
 nts them are, he tends not to explicitly qualify them in terms of beliefs or desires. 
         The main examples discussed here involve tacit representations of rules, like the fo
 llowing of the rules of arithmetic by a pocket calculator, or, though not discussed by Dennet
 t, but faithful to the spirit here, the following of Ohm’s Law by a connectionist network (as
  described in Smolensky 1988). Nowhere is there any kind of symbolic representation that the 
 system consults. The system is said to ’honour’ the rule without explicitly representing it. 
 What should one say in connection to belief and desire here? Dennett doesn’t say anything him
 self. Perhaps we should say that the system knows the rule, or again that it believes it to b
 e true. Smolensky’s network would then believe that "it is the case that V = C . R". 
         Now of course, the rules that are said to be honoured don’t necessarily correspond t
 o the actual "laws of thought" mediating between the explicit representations of, say, input 
 and output. Indeed, to put things the other way round, the latter may only roughly approximat
 e the former (as would be expected for e.g. a network trained on a limited number of exemplar
 s, i.e. legal combinations of values). Why then do we not invoke tacit knowledge of those oth
 er, actual, relations mapping inputs to outputs?  The answer seems to hinge on the fact that 
 following the rules of arithmetic or Ohm’s rule is a competence characterisation. The functio
 n of the network is to produce outputs for given inputs consistently with the given laws. Wer
 e those laws to be different, the mappings between the explicit beliefs would have to change 
 accordingly. The truth of the laws is a crucial environmental condition for the proper functi
 oning of system2. We are now equipped to suggest a first account of tacit belief:
  
 (A)     An organism O which:
 
 (i)     has a trait T which has a function to bring about E by means of doing R, and this re
 lying on circumstances A1,...Ai to perform satisfactorily, and 
         
         (ii)    does not have a trait (a) the function of which is to adapt T by eliciting T



         Note finally that this talk of environmental assumptions provides a way of answering
  embarrassing intentional attributions of beliefs and desires to planets in order to explain 
 their behaviour, notably representation of Kepler’s Laws and the belief that they are true. F
 odor deals with this by saying that: (a) beliefs are explicit representations, i.e. states wi
 th a certain content which enter in the causation of behaviour, (b) states representing Keple
 r’s Laws do not enter in the aetiology of the behaviour of the planets, therefore (c) planets
  do not know Kepler’s Laws, believe them to be true or whatever (Fodor 1987: footnote 9 p156)
 . A charge that Fodor might press against Dennett is one to the effect that his liberal posit
 ion vis a vis representation would allow the planets to tacitly represent Kepler’s laws.  A r
 esponse here might be to say that the behaviour of the planets isn’t adapted in any sense. Th
 e truth of Kepler’s Laws isn’t then an assumption the planets make when carrying out some pro
 per function, as there is no such function in sight. Another move might have been to add a co
 ndition to tacit representation to the effect that it can only be procedural knowledge define
 d over explicit representations. This is what Dretske (1988) does when he discusses a belief 
 - desire gloss on the behaviour of a rat (O), conditioned to press a lever (M) upon the flash
 ing of a red light (F) (and perception / belief of the event (B)) when hungry (D) to bring ab
 out the releasing of some food into the cage (R). Dretske wants to say that the rat does M be
 cause he wants R (c.f. the explicit internal indicator D) believes that F is the case (c.f. t
 he explicit internal indicator B) and believes that doing M upon F will bring about R. The pr
 oblem is that, while there is internal causally potent tokening for the belief that F and the
  desire that R, there is no such thing as an internal token for the last belief. Dretske reso
 rts to tacit belief, and adds a definition-over-already-intentionally-characterised-objects c
 ondition to avoid excessive liberalism (Dretske 1988:117-118). I do not think however that De
 nnett would want such a stringent condition on tacit representation. Also, his suggestions co
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